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Abstract

The tendency to consume news on social media platforms has greatly increased over the 
last decade. Information can now be disseminated quickly, cheaply, and with easy access for 
consumers; this has rapidly boosted decentralized news production, often without editorial 
oversight. Adversarial agents are exploiting this situation to spread disinformation. Over the 
past ten years, the field of Artificial Intelligence (AI)/Machine Learning (ML) has experienced 
unprecedented growth in the development of applications for the automation of text, and the 
recognition and generation of visual and audio data. Do these burgeoning AI capabilities boost 
the abilities of malicious actors to manipulate crowds? AI now plays a vital role in generating 
synthetic content and enables the efficient micro-targeting used on social media platforms 
to spread disinformation messages, including hyper-realistic synthetic images, videos, audios, 
and text. This rather technical article has been written to inform practitioners, policymakers, and 
AI enthusiasts in NATO about how AI/ML technologies can be used to shape disinformation.
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Introduction

In the last decade, tremendous progress has been made in the field of Artificial Intelligence 
(AI), mainly due to the success of deep neural networks at performing various kinds of tasks. 
The idea of artificial neural networks originated in the 1940s.1 However, artificial neural 
networks gained popularity, when developments in graphics processing units (GPUs) enabled 
the efficient training of otherwise computationally expensive, neural networks. In 2012 these 
advances made it possible for a network model called AlexNet to win the ImageNet Large 
Scale Visual Recognition Challenge.2,3 After this achievement in computer vision, the popularity 
of deep neural networks proliferated in other domains such as natural language processing, 
audio processing, and reinforcement learning. 

Since this breakthrough, artificial 
neural networks have been consistently 
outperforming classic ML algorithms. In 
2014, Facebook researchers published 
their work on the DeepFace model, which 
demonstrated substantial improvements 
in the accuracy of state-of-the-art facial 
recognition.4 In 2016, the AlphaGo program 
developed by Google subsidiary DeepMind 
Technologies was the first computer 
program to defeat a human champion at 
the strategy game Go.5 In 2018 and 2020, 
DeepMind used the protein structure 

prediction systems AlphaFold 1 and 
AlphaFold 2 to win the Critical Assessment 
of protein Structure Prediction (CASP) 
competition, significantly advancing the 
state of the art.6,7 In 2019, OpenAI and 
DeepMind demonstrated AI programs that 
beat the best human players at the highly 
complex video games Dota 28 and Starcraft 
2.9 In 2020, OpenAI presented GPT-3, an 
autoregressive language model with a 
capacity of 175 billion parameters, which 
performed well on many different natural 
language processing tasks without any fine-

 The current progress in AI […] raise concerns that technology-enabled 
disinformation campaigns could amplify existing societal divisions, reduce 
trust in democratic institutions, and create other harmful outcomes.
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tuning.10 In 2021, OpenAI introduced DALL-E, 
a model that can generate images from 
textual descriptions in natural language.11 
Such rapid progress has enabled the 
development of huge, billion-parameter, 
general-purpose (sometimes referred to 
as task-agnostic) AI models to outperform 
their smaller predecessors.

These many examples demonstrate 
the increasingly significant role of AI in 
many different arenas. Unfortunately, 
disinformation is no exception. AI models 
can be used to generate malicious and 
compelling synthetic content (video, audio, 
text), simulate organic user comments and 
simple conversations, spread disinformation 
across social networks using bots, and 
exploit the micro-targeting capabilities of 
social platforms. 

According to one recent study,12 the 
general public is concerned with the 
trustworthiness of AI. The study highlights 
the importance of increasing transparency 

about the underlying algorithms used to 
manage social media platforms, about data 
collection practices, and about control over 
the collected data; it also demonstrates 
the need for a better overall understanding 
of the security implications of data- and 
AI-driven services. Trustworthiness and 
transparency are crucial for automated 
systems that can flag news stories as 
“misleading” or “unreliable”, especially as 
third-party fact-checkers have a little impact 
on whether readers perceive the headlines 
they come across as true and accurate.13 
The current lack of trustworthiness and 
transparency allows disinformation actors 
to spread manipulated or fake content 
efficiently and with little resistance.

The current progress in AI combined 
with the widespread use of social media 
raise concerns that technology-enabled 
disinformation campaigns14 could amplify 
existing societal divisions, reduce trust in 
democratic institutions, and create other 
harmful outcomes.15,16 

1955 1965 1975 1985 1995 2005 2015

1960 1970 1980 1990 2000 2010 2020
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GPT-2

GPT-3

AlexNet, designed by A. Krizhevsky in 
collaboration with I. Sitskever and

G. Hinton wins image recognition competition;

Transformer neural network architecture

First video+audio deepfakes

LSTM recurrent neural network
(S. Hochreiterand J. Schmidhuber)

Generative adversarial network (GAN)
idea was proposed by Ian J. Good

fellow and co authors

StyleGAN for producing
convincingportraits 
of fake human faces

Figure 1. Some AI milestones relevant to the automated generation of disinformation content.
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One of the main limitations of the 
methods currently in use is suboptimal 
data efficiency. Compared to humans, AI 
systems require huge volumes of data to 
learn even simple tasks. Developments in 
semi-supervised learning may influence 
the amount of data needed; pretraining 
general representation models on large 
amounts of unlabeled data and then using 
these models to learn specific tasks could 
potentially result in significantly faster 
rates of learning. The biggest shortcoming 
of current AI models seems to be a lack of 
common sense and reasoning capabilities. 
Despite recent advancements in the 
performance of various large-scale models, 
increasing model size and switching to more 
powerful hardware does not address these 
shortcomings. Fundamental algorithmic 
and methodological breakthroughs will be 
necessary to meet these challenges.

This article has adopted the broad definition 
of AI proposed by the European Commission 
in its Artificial Intelligence Act.17 An “Artificial 
Intelligence system” (AI system) is software 
developed using one or more of the 
following techniques or approaches: 

  machine learning approaches, 
including supervised, unsupervised, 
and reinforcement learning that use a 
wide variety of methods, including deep 
neural networks

  logic- and knowledge-based 
approaches, including knowledge 
representation, inductive (logic) 

programming, knowledge bases, 
inference, and deductive engines, 
(symbolic) reasoning and expert 
systems

  statistical approaches, Bayesian 
estimation, and search and 
optimisation methods

We aim to identify the potential risks posed 
by AI-enabled disinformation activity, and 
outline the challenges and limitations 
malicious actors must face. First, we 
discuss the preparation of disinformation 
content using web-scraped data and the 
state of the art for automatically generated 
content such as deepfakes, synthetic text, 
synthetic audio, etc. Then we explore the 
techniques and strategies used to spread 
disinformation. Finally, we present our 
conclusions and discuss likely future trends 
in the role of AI in disinformation campaigns 
from the perspective of the malicious actor.
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Content preparation

Malicious actors interact with their target audiences through the user interface, just like genuine 
users of social media platforms do, by adding likes, posting comments, sharing opinions, and 
disseminating stories. To achieve their ends, malicious actors carefully prepare content for 
dissemination according to the disinformation narratives they wish to spread, and then use 
inauthentic accounts or curated bot networks to engage in authentic social networks as opinion 
leaders or opinion supporters. Artificial Intelligence can play a crucial role in creating such 
content18,19,20 through web scraping or more sophisticated algorithmic approaches that can be 
used to generate synthetic but realistic articles, comments, and other forms of engagement.

Automated web data scraping

Automatic content scraping is a multi-
purpose activity and makes it possible to 
obtain large amounts of human-generated 
content in the form of text, images, video, and 
audio. Such data can help AI systems mimic 
organic behavior by, for example, using 
media  bots to post fragments of organic 
content scraped from the web. More 
sophisticated malicious actors can use such 
data to train generative models to mimic 
scraped real-world data in various forms.

Furthermore, disinformation actors take 
advantage of machine translation services 
that can automatically translate the scraped 
content (e.g., content from websites that 
propagate radical ideologies or divisive 
narratives) into the language of a target 
audience. However, this method is currently 
reliable only for major languages where 
sufficiently accurate machine translation is 
available.21 In addition, numerous speech-

to-text services automatically create rough 
transcripts of audio recordings, making 
it possible to extract text from audio; 
malicious actors can use this method to 
spread polarizing speeches in text.

Despite the available models, services, and 
technologies, web content scraping is not a 
trivial task. Some websites have adopted the 
practice of dynamically changing their HTML 
code22 to cause errors in simple rule-based 
scrapers fine-tuned to extract specific parts 
of the HTML structure. This approach works 
because such random changes in underlying 
code can be calibrated not to alter the 
appearance of a website in the browser but 
cause scraping scripts to fail. Web-scraping 
enthusiasts must also deal with counter-
scraping methods such as blocking user IPs 
after the detection of anomalous activity 
or a failed CAPTCHA screening.23 Thanks 
to AI, however, such countermeasures 
may no longer be as effective. ML models 
can now create more robust scrapers with 
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the ability to compensate for alterations in 
HTML code.24 Some commercial services25 
use machine learning tools to develop smart 
proxy rotation patterns, parse websites, 
and create simulated user fingerprints26 to 
avoid detection by the automation detection 
algorithms of the websites they target. The 
complexity of CAPTCHA tests27 has been 
gradually increasing due to such AI-based 
CAPTCHA targeting.28 

It seems evident that AI algorithms can 
improve existing web crawlers by making 
them robust to alterations of website code, 
and mimic human-like activity patterns to 
avoid automation detectors. High-quality 
web scraping enables various commercial 
services (for example, commercial brand 
monitoring, financial or sports statistics 
aggregation and many more) for the 
general public and makes it possible to 
prepare high-quality datasets for training 
ML models. However, web scraping is also 
a cheap way of obtaining large amounts of 
human-generated content that can be used 
to mask the activity of bot networks, spread 
divisive content, and prepare large datasets 
for abusive text generating models.

Automatic generation of text

Language modeling is done using various 
statistical techniques that determine 
the probability of a given sequence of 
words occurring in a sentence. After 
training in a certain language, a model 
can evaluate the most probable word or 

symbol that might continue a given bit 
of text, usually called a “prompt”. When 
applied recursively on the original prompt 
and iterating over newly generated output, 
model can generate longer texts, often 
with questionable coherence. In recent 
years the capabilities of language modeling 
programs have significantly increased due 
to the development of attention-based 
transformer architectures such as GPT29 
and BERT.30 In 2019, Radford et al. published 
their work on the Generative Pre-trained 
Transformer GPT-2,31 a language model 
that can autonomously generate coherent 
human-like paragraphs of text in response 
to input of just a single short sentence. The 
GROVER model for studying and detecting 
neural fake news came out the same year; 
it recognises synthetic text efficiently and 
can also efficiently and effectively generate 
multi-field documents such as journal 
articles. CTRL,32 a conditional language 
model, uses control codes to generate text 
in a specific style, with pre-determined 
content and task-specific behavior. Some 
alternative approaches using a variational 
autoencoder for text generation33 exist 
in the literature, but the autoregressive 
architectures mentioned above are far more 
popular and better studied.

In 2020, OpenAI unveiled a sophisticated 
deep-learning-based language model called 
GPT-3,34 an improved iteration of the GPT-
2 language model mentioned above. The 
following section focuses on GPT-3 as 
other state-of-the-art methods share similar 
limitations.
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GPT-3 implications 
and limitations

GPT-3 demonstrates state-of-the-art per-
formance of various natural language 
processing (NLP) tasks (e.g., language 
modeling, question answering, summariza-
tion, machine translation, etc.) without 
parameter fine-tuning.35 Users must provide 
only a few textual examples of the desired 
task to train the model. This brings us to 
the topic of a recently proposed paradigm 
called Few-Shot learning (FSL),36 which 
corresponds to a family of pre-trained 
models able learn a specific task from 
only a few examples. Compared to earlier 
models and frameworks, GPT-3 does not 
require expert knowledge in AI. Built as 
task-agnostic, this tool can help malicious 
actors to create moderate- to high-quality 
messages at a much more impressive scale 
than ever before.37

According to McGuffie and Newhouse,38 
GPT-3 shows a significant improvement 
over its predecessor, GPT-2, in generating 
biased text content, including hate speech 
in the context of disinformation. GPT-2 
required elaborate fine-tuning on specific 
text corpora to generate realistic ideological 
propaganda; this is not the case for GPT-
3. The model has been trained on nearly 
all available scraped web text, including 
content published by extremist communities 
such as QAnon, Atomwaffen Division, or the 
Wagner Group. This model was even able 
to reproduce the style and slogans of their 
disseminated content. 

Despite its impressive performance, GPT-
3 and other large language models do not 
have general intelligence or, shall we say, 
common sense. These models do not yet 
understand the meaning of words and still 
perform worse in reading comprehension 
and reasoning tasks compared to humans. 
Moreover, the text generated sometimes 
contradicts itself when multiple paragraphs 
are produced.39 Interestingly, Brown et al.40 
show that, for some tasks, performance 
can improve sharply with a larger model, 
more parameters, and a bigger training 
dataset. This may lead to improvements in 
performing tasks at which GPT-3 currently 
fails. However, the opaque, black-box 
nature of language models creates another 
limitation: if a model generates text with 
unwanted biases or false ideas, it is difficult 
to locate and fix the problem.41 

Large-scale models such as GPT-3 require 
significant amounts of data and computing 
resources, which gives an advantage to 
big tech companies. Retaining private 
ownership of the source code and the 
models they train also allows the tech 
companies to own state-of-the-art services42 
based on these models. The general public 
and commercial partners can thus benefit 
from these cutting-edge AI models via 
the Application Programming Interface. 
However, since the publication of the GPT-3 
article, multiple similar projects43 have been 
undertaken (e.g., in China44 and in Russia).45 
Unfortunately, models like GPT-3 are prone 
to generating texts using hateful, sexist, and 
racist phrases.46,47 Apart from integrated 
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service usage monitoring systems and the 
previously mentioned restrictions included 
in terms and conditions agreements, it is 
unclear how tech companies will monitor, 
regulate, and forbid the malicious use 
of few-shot task learning services after 
granting access to the general public.48

Other NLP models and services

Hugging Face49 provides many pre-trained 
transformer models that perform NLP 
tasks, such as text generation, in more than 
100 languages. The model zoo includes 
BERT, GPT-2, and Google’s sophisticated T5 
model50 and the multilingual version mT5. 
T5’s architecture is designed as a unified 
framework that performs various language 
tasks (translation, question answering, 
classification, etc.) in a text-to-text format. 
The focus of another model, Nvidia Riva,51 
is on conversational text generation and 
question answering. This tool would be 
more relevant for generating bot comments, 
not separate posts or articles.

Deepfakes: images, audio, video

If models such as GPT-3 can generate 
human-like written text, then recent 
developments in deep learning have 
produced generative models that can 
put those words in someone’s mouth via 
deepfake technology. Early generative 
models amazed the general public with 
their ability to synthesize ultra-realistic 
imitations of human faces, today’s models 

create realistic, high-quality audio and video 
impersonations.

Fake images

Among the most frequent uses of AI 
encountered by social media analysts are AI-
generated profile pictures.52 For example, in 
2019 a bot swarm created hundreds of profile 
pictures for a network of fake accounts on 
Facebook, using images probably generated 
by StyleGAN2, which can be easily accessed 
on thispersondoesnotexist.com.

The best-known methods for generating 
fake images are Variational Autoencoders 
(VAEs)53 and Generative Adversarial 
Networks (GANs).54 These ML algorithms 
teach a neural network to produce new 
realistic images based on large amounts of 
real-world data that have been used to train 
them in various implementations. 

VAEs first encode, then decode. When 
training a VAE, real-world training images 
are fed into the encoder to produce a vector. 
This vector is then sampled to provide 
input for the decoder, which attempts to 
recreate the original real-world image. After 
sufficient training, randomly generated 
vectors should produce new, hitherto 
unseen images. While VAEs are still in use 
today (e.g., the open-source video deepfake 
software FaceSwap),55 GANs have become 
far more popular and influential. A look at 
Google Trends reveals that over the past five 
years, searches for “generative adversarial 
networks” have, on average, been 30% more 
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frequent than searches for “variational 
autoencoder”.

GANs are trained by having generator and 
discriminator models compete with each 
other. The generator attempts to create fake 
images that can fool the discriminator. The 
discriminator is shown both real and fake 
(generated) images and tries to distinguish 
between them. This iterative competitive 
process, where the generator improves 
its outputs based on the discriminator’s 
predictions and the discriminator learns to 
discern which images are fake, is at the core 
of GAN-based architectures. The training 
process is complex, requiring developers to 
calibrate the balance between improvements 
in the generator and discriminator models. 
GANs have produced excellent results in 
generating realistic original images. For 
example, StyleGAN2,56 which is publicly 
available on thispersondoesnotexist.com, 
generates hyper-realistic images of human 
faces. Due to the public availability of the 
project, it is reasonable to feel concerned 
about the possible misuse of these original, 
realistic images of faces that appear to be 
human. If a malicious actor were to use such 

an image in a fake profile, methods such as 
reverse image search might mislead other 
people into believing the profile is genuine. 
Fortunately, known inconsistencies57 intro-
duced by the model facilitate the detection 
of these synthetic images. 

The Diffusion Model is another very 
promising model for generating realistic 
human faces. Its sample quality has 
recently surpassed that of state-of-the-art 
GANs.58 However, due to the architecture of 
the model, training is more computationally 
demanding than for GANs.

Yet another exciting and novel VAE-
based approach to image generation is 
DALL-E, created by OpenAI.59 This model 
demonstrates an ability to generate images 
based on semantic textual descriptions 
without fine-tuning. If not appropriately 
regulated, such models might be used for 
generating fake images to complement 
disinformation narratives. For example, 
the model can generate multiple images 
of the same scene with slight variations 
(e.g., from different angles) and could 
therefore theoretically be used to reinforce 

 Early generative models amazed the general public with their ability to 
synthesize ultra-realistic imitations of human faces, today’s models create 
realistic, high-quality audio and video impersonations.
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the credibility of fake images. Around 
250 million image-text pairs collected from 
the internet were used to train the DALL-E 
model with architecture similar to that of 
GPT-3. This is a computationally expensive 
model. Even if generating only low resolution 
(256x256) images, a GPU device with at 
least 24 GB of memory is required to house 
the pre-trained model. 

Synthetic audio (voice)

Like images, deep learning algorithms make 
it possible to generate audio deepfakes for 
malicious purposes. Audio deepfakes are 
especially dangerous because they embed 
biometrics and can be used in speech-based 
identity verification systems.60 Currently, 
the best audio deepfake methods work as 
text-to-speech (TTS) synthesis or voice 
conversion (VC) systems because the task 
of generating audio from scratch remains 
challenging.61 

Most of the TTS models that are widely used 
today, such as Google Translator,62 have poor 
audio quality (low sample rate, intonation, 
etc.). However, quite a few sophisticated 
models are available, for example, Tacotron,63 
Wavenet64 and DeepVoice3.65 These models 
are trained on actual recordings to generate 
more natural-sounding speech. It is also 
possible to generate a realistic voice clone 
of a particular person. Recent academic 
studies66,67 demonstrates generation of 
realistic voice using audio samples. One 
problem with TTS is that detailed audio 
transcriptions with timestamps and non-

verbal noise annotations are needed to train 
a high-performance model. It takes a great 
deal of time to do the annotating, denoising, 
etc. required for these transcriptions, as 
demonstrated by the video deepfake study68 
in which researchers used twelve hours of 
speech recordings of a politician to train the 
Tacotron 2 model.69 

Voice Conversion alters a source speaker’s 
audio waveform to sound like the target 
speaker’s voice but leaves the linguistic 
content unchanged. This kind of speech-
to-speech conversion offers more flexibility 
than TTS methods because source 
speakers can control their own intonation to 
influence the intonation in the result. Often, 
TTS models are altered to accomplish 
VC by changing the encoding part of the 
network to receive audio instead of text 
(e.g., NAUTILUS).70 An important limitation 
of VC methods is that they usually require 
sizeable parallel source and target speech 
data. Nevertheless, Descript71 demonstrates 
that by exploiting large amounts of multi-
speaker non-parallel data, it is possible 
to achieve good results with only a few 
seconds of parallel audio.72

There are multiple online services for TTS 
and voice cloning such as Google Cloud 
TTS,73 Amazon AWS Polly,74 Baidu TTS,75 
Overdub,76 and iSpeech.77 However, the 
providers of these services attempt to 
complicate the service exploitation for 
malicious purposes via specific agreements, 
limitations, and countermeasures. For 
example, a TTS service might not work 

https://www.descript.com/
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with text-audio pairs that have merely been 
uploaded but require the target voice owner 
to read a specific text.

Like with other AI domains, there are multiple 
open-source code repositories freely 
available that could be used to create audio 
deepfakes. Mozilla TTS78 is a repository with 
a large selection of high-performance TTS 
models. Altghough a high level of technical 
expertise and high-quality data is required 
to train such models properly.

The main goal of any speech synthesis is 
to accurately mimic the salient aspects of 
a genuine voice, such as expressiveness, 
roughness, breathiness, stress, emotion, 
etc. Deepfake audio can already model 
these features, so it is often difficult for 
humans to distinguish fakes from genuine 
speech.79 This is especially true for low-
quality channels such as phone calls where 
generative defects are similar to the usual 
noise and distortions. To make a fake even 
more convincing, the generated audio can 
be improved manually with audio editing 
software such as Audacity80 or Descript.81 
The most realistic video deepfakes to date 
have been achieved with voice actors (e.g., 
Tom Cruise deepfake82), but this may soon 
change.

Synthetic video 

Creating convincing synthetic (fake) videos 
is a challenging task. It is currently much 
more common among disinformation 
actors to use a “cheapfake”83 —a sample of 

real media that has been altered using one 
or more simple techniques (e.g., splicing, 
slowing it down) to suggest a narrative 
different from those portrayed in the actual 
footage. Such low-cost fakes can still have 
a significant effect. A popular example is the 
video of House Speaker Nancy Pelosi talking 
about Donald Trump that has been slowed 
down to make her appear intoxicated. This 
video caused waves of public outrage in 
2019.

The generation of fake videos with 
learning-based methods has become more 
accessible due to popular open-source 
repositories such as FaceSwap84 and 
DeepFaceLab.85 Deepfake creators need 
several videos depicting the target person 
and, for best performance, a computer with 
a powerful GPU. Target videos are split into 
frames and then processed before training. 
Numerous pre-trained models are available 
to simplify the data preparation pipeline 
including face detection, segmentation and 
rotation models together with essential 
photo editing tools that can be used to 
automatically swap the original face with 
a generated one. The model is then trained 
using newly extracted images of the target’s 
face and used to manipulate unseen frames, 
which are manually corrected and adjusted 
to yield the best results.

One of the main hurdles to generating 
fake videos has been the amount of data 
required. Because of this, both legitimate 
research efforts and malicious campaigns 
have primarily focused on video of public 
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figures with a plethora of available data. 
However, Yao et al.86 have developed an all-
in-one tool for generating fake video with 
text-to-speech audio. Their tool can modify 
an existing video by changing the spoken 
text, facial expressions, and the intensity 
of gestures. The troubling aspect of this 

excellent work is that the researchers could 
produce convincing talking head videos 
using as little as 30 seconds of training 
data. These recent developments mean 
that just about anyone can become a target 
of impersonation and other malicious 
activities.
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Figure 2. The popularity of the GitHub repositories DeepFaceLab120 and FaceSwap121 is growing. The GitHub stars axis 
represents the number of platform user bookmarks of these repositories. 

Graph created by the authors.
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Spreading disinformation

Bots, sock puppets, cyborgs

Fake accounts that employ varying levels of 
automation (sock puppets, cyborgs, bots) 
are used in influence operations on social 
media.87,88,89,90 This section discusses how 
nefarious actors use AI models and tools 
to create fake accounts, and to automate 
engagement. Automated accounts seem 
to be having a significant impact on public 
debates in social media. For example, in 
2018, Twitter released a dataset containing 
3,841 accounts affiliated with the Russian 
Internet Research Agency (IRA)91—probably 
the best-known organization perpetrating 
influence campaigns on the internet. Using 
social bots is an inexpensive way for 
malicious actors to spread large amounts 
of disinformation and influence a society’s 
perceived consensus around divisive issues.

Sock puppets 

Sock puppet accounts are fake accounts 
that have been created to deceive, operated 
in mass by real people but dissociated 
from any real identity.92 Such accounts are 
used by actors with malign intent and by 
the investigators working to uncover and 
research information activities. In December 
of 2019 a network of over 900 pages, groups, 
and accounts on Facebook and Instagram 
was identified as a case of “coordinated 

inauthentic behavior” and taken down. This 
was the first verified case of a generative 
adversarial network being used to create 
deepfake profile pictures at scale.93 This 
type of fake image can still be detected by 
humans who can observe, for example, an 
“asymmetry in the glasses”, ears, hair, or a 
“poorly defined background”. 

Social bots and cyborgs 

In this study, we define social bot (or simply 
bot) as a fully automated online social 
network (OSN) account and cyborg as a 
partially automated bot account, which 
from time to time can be used by human to 
interact and disseminate specific narratives. 
Social bots and cyborgs have many practical 
pro-social applications, e.g., public service 
announcements, customer service, disaster 
information, etc. Twitter emphasizes that 
they target only automated accounts (bots) 
that are used for manipulation.94 A typical 
information warfare application for bot 
networks is to generate artificial support 
or opposition to a political campaign, or to 
amplify false or biased stories to influence 
public opinion. This is known as astroturfing, 
alluding to the falsification of grassroots 
opinion. Such bots are often put into 
place and tasked with posting irrelevant 
information until the botmaster sends a 
command to engage with specific content 
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positively or negatively by, for example, 
liking, sharing particular political posts, or 
posting specific messages defined by the 
botmaster. 

Prevalence of AI methods in bot networks

Botmasters are generally not interested 
in sharing their botnet codebases, so 
researchers have little opportunity to 
examine the source code of social media 
bots. Therefore, it is difficult to know 
precisely how widespread ML methods 
have become in bot applications. However, 
several techniques can be used to arrive at a 
working estimate.

Investigating open-source bot projects

One way to estimate the importance of AI 
methods in developing open-source bots is 
to analyze open-source code repositories. 
Studies95,96 performed in 2019 examined 
a total of 40 301 code repositories from 
GitHub (38 600), GitLab (1293), BitBucket 
(408), and SourceForge (25). The top four 
social media platforms for bot software 

repositories were: Telegram ~20 000, 
Twitter ~10 000, Facebook ~3000, and 
Reddit ~3000. Bot software repositories of 
<1500 were also found on Skype, Instagram, 
YouTube, WhatsApp, Tumblr, VKontakte, 
Snapchat, and Pinterest. Researchers 
selected the 85 most active repositories for 
manual inspection and found that 22 were 
used to post predefined content and to like 
specific hashtags. Moreover, they found that 
15 of the 85 repositories had chat-related 
functionality, and 14 repositories created 
new posts “based on former posts or an 
external text database.” Only 2 out of the 
85 source code repositories were identified 
as “stand-alone” or in other words, ready to 
use operational bot scripts which could be 
implemented to mimic a human user. These 
open-source repositories mostly consisted 
of the components needed to build bots 
but did not maintain fully automated bot 
pipelines. Therefore, we can conclude that 
there is an additional development cost to 
assembling a bot network.97

For more up-to-date information, in Novem-
ber 16, 2021 we found 13  922  repository 

 Using social bots is an inexpensive way for malicious actors to 
spread large amounts of disinformation and influence a society’s perceived 
consensus around divisive issues
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results for our “Twitter bot” query98, but not 
all repositories had bot source codes. The 
use of Python language dominates as well 
as various popular deep learning and natural 
language processing libraries such as 
PyTorch, Tensorflow, nltk and transformers. 
Some bot developers use scraped tweets to 
train the GPT-2 language model to generate 
new human-like tweets.99 

Observations from bot markets

Another way to estimate the prevalence 
of AI tools in social bots is to investigate 
the availability and advertised features of 
bots in various markets. In 2019, a study 
inspected 30 bot markets on the surface 
web and 31 markets on the darknet.100 
The study found that “non-automated fake 
followers” (simulating only social support 
and digital connections) were relatively 
cheap—3 000 Instagram followers could 
be purchased for 18.24 EUR, i.e., roughly 
one cent per follower. In contrast, “active 
creation of content” was very rare and much 
more expensive—100 random Instagram 
comments were traded at 62  cents per 
comment on a Darknet crypto market.101 
Current AI limitations might lead one to 
question the significance of AI in existing 
bot networks. The relative rarity and high 
cost of active, content-creating inauthentic 
accounts suggest that in 2019 it was 
challenging to develop fully automated 
content-creating botnets. Having to rely on 
manual labor for content preparation has 
restricted the operations of “troll farms”.

Disinformation enabled by social 
networks and data brokers

AI provides internet consumers with a wide 
range of intelligent, data-based services 
that are highly optimised and effective at 
delivering various products and services 
via ads to the target audience. However, 
despite their AI-enabled decision making, 
these complex systems cannot distinguish 
between malicious and general-purpose 
products, services, and information. 
This allows malicious actors to exploit 
AI capabilities indirectly by manipulating 
the engagement data. We discuss the 
manipulation of AI-enabled services in 
greater detail below.

Micro-targeted disinformation spread 
through existing online advertising 
infrastructure

Advertising platforms and social media 
sites can be used to spread disinformation 
by means of ads tailored to the interests 
of targeted vulnerable groups.102 Messages 
designed to micro-target individual users 
have a high chance of resonating, and the 
engaged users are unlikely to report such 
messages to website administrators.103 
Therefore, micro-targeting is generally an 
effective way to spread disinformation. 
One way to combat this type of exploitation 
is for those who maintain the advertising 
infrastructure to require greater 
transparency regarding the ad-content, 
including targeted political ads. 

https://github.com/search?q=twitter%2Bbot+AND+nltk+in%3Afile&type=Repositories
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Content recommendation algorithms 
facilitate polarized echo chambers

Social media platforms are inherently 
susceptible to disinformation campaigns due 
to their dependence on advertising income 
and the way in which algorithms maximize 
user engagement.104 Social media users tend 
to engage with information that supports 
their beliefs. The content recommendation 
algorithms used by YouTube and Facebook 
learn from user activity and so amplify the 
tendency to look only at a narrow range of 
content.105 This creates a positive feedback 
loop in which users are progressively shown 
more of the same sort of content containing 
biased information that supports their 
existing ideas and does not challenge their 
beliefs. Such content bubbles are called 
“echo chambers”. Some echo chambers 
become politically polarized,106 creating the 
perfect conditions for exploitation by divisive 
disinformation campaigns—radical content 

gets distributed to users who are likely to 
agree with it and have their “sense of reality” 
reinforced by other users in the same echo 
chamber.

Data brokers

Data brokers are companies that collect, 
aggregate, and trade data for commercial 
gain.107 Such companies accumulate large 
datasets that can be used for various 
kinds of user profiling (e.g., psychological, 
political, or commercial) and other 
analyses that can facilitate the creation 
of more precisely targeted disinformation 
campaigns. This was demonstrated in 2016 
when Cambridge Analytica harvested up to 
87 million Facebook user profiles and used 
the information to influence voters in the 
2016 US Presidential elections.108,109 Some 
studies claim that the Cambridge Analytica 
story has inspired other organizations to 
use similar tactics. 110
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Possible future trends for AI-powered 
disinformation

A significant amount of AI research is open source, meaning that the software is freely 
available and may be both modified and redistributed. This spirit of openness leads to rapid 
development from research to application. If this trend continues, we can expect that once 
their capabilities exceed those of the current tools of disinformation, AI technologies will be 
rapidly adopted by malign actors. Based on our research, we expect the following trends in 
AI-powered disinformation to be realized within the next five years:

Optimised resource requirements for text 
generation

State-of-the-art NLP models can now 
generate highly realistic paragraph-length 
texts. The main limitation of these models 
is that they require vast computational 
resources and cannot be run on a 
personal computer. Large-scale model 
training requires even greater resources 
and is not practical for small or medium-
sized companies and institutions. The 
development of more resource-efficient 
neural network architectures and training 
methods is an active field of research. 
Breakthroughs in efficiency could rapidly 
increase the use of high-quality NLP models 
to generate articles, posts, and comments 
in support of any narrative. 

Improvements in machine translation 

Machine translation makes it possible to 
reuse disinformation content in any number 
of languages. This method is currently 

effective for major world languages with 
significant populations that have provided 
the volume of text necessary to train 
automatic translation models to work 
with reasonable accuracy. Incremental 
improvements in machine translation will 
continue, refining translation services to 
and from both major and minor languages 
and directly impacting the reach of reused 
disinformation content.

Major AI advances in the hands of state actors 
and large corporations and states

The most significant breakthroughs in AI 
research usually require massive datasets 
and thousands of GPUs or CPUs for 
implementation (e.g., GPT-3, AlphaGo, 
others). The cost of training such algorithms 
is in the order of millions or tens of millions 
of US dollars.111 These large-scale models 
are optimised and downsized so they 
can be deployed on smaller hardware 
infrastructures. However, state-of-the-art 
models usually require significant hardware 
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infrastructure, access control over immense 
datasets, and significant human resources. 
AI research and development in technology-
oriented but less democratic countries can 
evolve rapidly thanks to unlimited access 
to data collected on citizens.112 Emerging 
AI-powered technology and 5G capability 
will enable data collection at a previously 
unseen scale. 

Wider use of deepfakes 

The AI research community contributes 
steadily to the development of open-source 
tools for deepfake generation, moving 
towards more accessible tools and easier 
generation of deepfakes. However, data 
preparation and processing continue to be a 
bottleneck. For example, creating a realistic 
audio deepfake from scratch with no 
prepared data of the target voice currently 
requires hundreds of hours of work by a 
human annotator.

An incremental increase in the quality of 
deepfakes

Generative modeling of images, video, 
audio is an active area of research, so it is 
reasonable to expect increasing fidelity in 
all types of deepfakes. However, the field 
could potentially come to a stagnant phase 
if fundamental improvements are needed 
in model performance to automatically 
synthesize ultra-realistic, temporally robust 
video deepfakes efficiently. Currently, 
models such as DALL-E can imagine (or 
generate an image of) only one scene, but 

soon may be able to render a short video of 
a specific activity in the same way.

AI combining multiple domains

Another exciting research topic is the 
complementation of text produced by 
NLP models with images or video from 
the real world. In the future, a model such 
as OpenAI’s DALL-E, which generates 
images based on descriptions in natural 
language,113 could be used to increase the 
persuasiveness of disinformation text by 
supporting it with generated images or 
video. Or vice versa, text could be generated 
to reinforce a narrative presented in visual 
or audio content. In this way, bots could 
automatically generate comments about 
posts with images or videos.

More general-purpose AI that does not require 
training and fine-tuning

It has recently been demonstrated that large 
AI models can be fine-tuned to accomplish 
new tasks without additional training. 
For example, after initial pretraining, 
OpenAI’s CLIP can perform a wide variety 
of image analysis tasks (optical character 
recognition, action recognition in videos, 
geo-localization) without any training 
on the new data.114 GPT-3’s ability to 
accomplish various unanticipated NLP 
tasks is another example. Such models 
require extensive training resources initially 
but can then be used to perform new tasks 
with considerably fewer resources. Using 
this type of model, the importance of AI in 
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disinformation content generation could 
increase.

Bots becoming better at mimicking humans

AI will also likely be used to efficiently imitate 
user activity patterns on social networks. 
The development of bots that can perfectly 
mimic a substantial percentage of user 
activity patterns could make botnets nearly 
undetectable. To keep up, social network 
administrators will have to implement 
much more rigorous security features and 
implement countermeasures such as more 
complex CAPTCHA tests for bots. Such 
developments would inconvenience users 
and likely result in a bad user experience of 
various services and interfaces. Moreover, 
cyborg activity would be encumbered but 
not stopped entirely. 

Potential future risk—artificial general 
intelligence

The most exciting, and potentially most 
dangerous, development would be the 
creation of an artificial general intelligence 
(AGI). This is unlikely to happen within 
the next five years. The current level of 
development is far from that of a true 
AGI. In 2018, a sample of 352 AI experts 
believed on average that the development 
of a true AGI would require another 100 
years of research (with ~75% probability of 
success).115 If successful, such a complex 
algorithm system would be capable of 
general reasoning at the level of an average 
human, posing the risk that the AGI could 

be parallelized and scaled to create vast 
quantities of high-quality disinformation 
without being detected as artificial. Whether 
or not the creation of a true AGI is possible, 
AI researchers can shorten the time 
needed to reach something approximating 
AGI. This would require the development 
an AI roadmap, a Manhattan Project-like 
undertaking.116
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Conclusions

Currently, most AI models are trained and 
can operate in narrow domains only; these 
models are puppets mimicking human-
like behavior or generating synthetic 
data with striking realism but still follow 
strict human-formulated rules. The 
recently introduced large-scale, more 
general-purpose models like GPT-3 are an 
exception. Practical considerations place 
fundamental limitations on the use of AI 
for disinformation, especially with regard 
to bots and long text generation, as social 
media platforms continue to improve their 
ability to detect malicious activity. This is a 
likely reason why currently AI seems to be 
used only sporadically and has not been 
widely adopted for use in disinformation 
campaigns. As their efficiency and 
performance increase, AI models are 
slowly being integrated into various content 
analysis and generation tools.

Deepfakes are becoming much more 
challenging to detect. Today, almost anyone 
can generate hyper-realistic images from 
scratch (e.g., human faces). Such images 
are already being used for disinformation 
(e.g., as fake account profile pictures). The 
detection of a single fake image or audio 
file is already difficult. State-of-the-art audio 
models can generate highly realistic human 
speech. Deception is especially likely to 
succeed when lower quality channels such 
as a phone call are used. Realistic video 

deepfakes are the most complex and 
most time-consuming to generate as they 
require human supervision and manual 
modifications. However, one might question 
whether a successful disinformation 
campaign requires high-quality content. 
Perhaps the greatest potential harm lies 
in the speed and variety of disinformation 
content that can be generated or modified 
using AI-powered tools. Until now, 
disinformation operations have mostly 
made use of low quality deepfakes. This 
may have created a false sense of security, 
distracting us from the upcoming security 
risks this technology poses. An illusion 
of safety might keep us from recognising 
deepfakes of higher quality and thus cause 
us to accept them as genuine information 
entities. 

The generation of fully automated 
high-quality content is challenging and 
impractical for non-experts and hobbyists. 
Training a large-scale AI model from scratch 
to achieve state-of-the-art performance 
requires significant computational resources 
and training data that are often accessible 
only to large companies or institutions. 
Despite alarming demonstrations of AI 
capabilities, their practical applicability for 
the purposes of disinformation remains 
limited. An analysis of open-source projects 
and bot markets suggests that, at least for 
individual actors, social bots, even those 
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that rely on smaller content generation 
models, are not widely available. We also 
observed that only a minority of bot code 
projects provide stand-alone solutions—
most projects involve partial automation. 
However, this situation may change in the 
near future due to significant improvements 
in algorithms and hardware efficiency or 
to wider accessible of AI tools for content 
generation. 

Most AI applications for disinformation 
campaigns could be integrated into 
social bots, including content generation 
(text generation, deepfake profile pictures) 
and automatic bot control algorithms 
(reinforcement learning techniques,117 
behavior optimised by genetic algo-
rithms).118 The social bot domain is bound 
to benefit from AI techniques relevant to 
generative models (text, images, activity 
patterns). For example, current language 
models can generate paragraph-long texts 
that are already difficult to distinguish from 
text written by humans; the source code 
and pre-training parameters are available 
for some of these models. This means they 
can be used to generate text rapidly, and 
this capability can potentially be exploited 
for disinformation campaigns to create, for 
example, fake articles, posts, or comments 
in social media without modification 
and even to duplicate the content in 
multiple languages by means of machine 
translation.

Great states will be the most important 
disinformation actors and also the 

likely AI-supervillains. Sophisticated 
disinformation actors most likely follow and 
use the ideas of the greater international 
AI research community in terms of 
fundamental scientific exploration. We 
foresee that such an AI-powered actor most 
likely will aim to 1) generate high-quality 
micro-targeted disinformation at scale, 
2)  use undetectable social botnets for the 
efficient spread of content, and 3) work on 
bot automation capabilities to increase 
the impact on societies. The automated 
generation of quality content at scale 
requires hired human operators. Currently, 
AI-based tools for content generation still 
require a significant amount of manual 
effort (e.g., prompt engineering, deepfake 
editing, audio data labeling). Undetectable 
social botnets also need human operator 
interventions and network infrastructure 
(e.g., many proxy servers). Large neural 
network models require extensive and costly 
infrastructure (e.g., ~12M$ to train a GPT-3-
sized text model). However, bot automation 
and content optimisation are spheres in 
which malign actors might aspire to gain a 
relative advantage in the long term.

Finally, one might perceive disinformation 
as an industry where private entities can tell 
a story better and faster than governments. 
If demand for disinformation exists (like the 
attempt to push the COVID anti-vax plot),119 
the companies and influencers might 
capitalise on it, and thus their capacity to 
exploit AI as a disinformation tool might 
define the efficiency of their influence 
campaigns.
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